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Abstract—Detection of vehicle license plates (VLP) become 
a challenging issue because of the variability in conditions and 
the types of the license plate. There are several solutions use 
stationary cameras with a limited angle and specific resolution 
and also for a specific license plate type. Unfortunately, license 
plate detection is a challenging issue when vehicles in the open 
environments and images are taken from a particular range by 
low cost cameras. Vehicle license plates can be detected with 
computer vision technology in real-time video conditions. In 
this paper, we propose vehicle license plates detection system 
by using convolutional neural network (CNN) with tensorflow. 
The research was conduct in three step process such as data 
pre-processing, training/testing process, and interpretation 
result. Using CNNs algorithm in tensorflow with 25,000 steps 
and 8 batches on the training process can produce a training 
model of vehicle license plates detection with high accuracy 
around 70-99%. 

Keywords—Convolutional neural network, object detection, 
license plate, tensorflow 

 

I. INTRODUCTION 

In Indonesia, vehicle license plates (VLP) record by 
using conventional methods where security guard capture 
the license plates in devices and manually compare the 
record with license plates on the spot. Detection of license 
plates is a challenging issue because of the variability in 
conditions and the types of the license plate. There are 
several solutions use stationary cameras with a limited angle 
and specific resolution and also for a specific license plate 
type. Additionally, this system only can record the vehicle 
license plates when they stopped in front of the camera. 
Unfortunately, license plate detection is a challenging issue 
when vehicles in the open environments and images are 
taken from a particular range by low cost cameras. In the 
open environments, appear difficulties contain disrupted 
backgrounds, motion blur, appropriate camera setting and 
location, shadows, and variety in weather and lighting [1]. 
Vehicle license plates can be detected with computer vision 
technology in real-time video conditions.  

In computer vision, there are some problems such as 
image classification, object detection, and neural style 
transfer. Object detection with neural network is still 

developing as a technology that duplicates human capability 
in recognizing thing in form of a picture. One of the 
subtypes of this neural network which handle a problem on 
computer vision is a convolutional neural network. This 
network is trained to find a feature like an edge, corner, and 
color difference as well as to combine it into more complex 
shape [2].   

Object detection is a subfield of computer vision that 
uses as a base of machine learning. Detection of objects 
with convolution is still under development, although this 
method is more effective.  

Based on the availability of datasets and free pre-
operation networks Convolutional Neural Network makes it 
possible [3] to create implementations functional deep 
neural network without using special hardware.  

The plate detection model usually uses several 
features of artificial images that capture certain 
morphological, color, or texture attributes [4]. These 
features can be sensitive to cause interference with the 
image, and can cause many errors in complex backgrounds 
or when getting lighting under different conditions. In this 
research, we tried to overcome this problem by utilizing 
Convolutional Neural Network (CNN) capabilities.  

. 

II. RELATED WORKS 

There are several researches about vehicle plate 
detection. Anagnostopoulos et al. [1] conducted a survey 
regarding the development of this technology until 2013. 
The use of algorithms to identify text in urban areas can also 
be used in case of license plate detection, even though this 
algorithm is actually used to solve more general problems 
[5]. Vehicle license plates have a standard design which has 
a certain size, shape and color model. In addition, characters 
have contrasting colors compared to the background color. 
Special features in images can be explored by identification 
algorithms that can identify features such as texture, color, 
shape, and geometry.   

Our work is certainly not the first that adopts 
Convolutional Neural Network on the vehicle license plates.  
There are some researchers propose a solution to detect 
vehicle license plates uses convolutional neural networks 
(CNNs). CNNs are connectionist system type that inspired 
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from the animal visual cortex mechanism [6]. A CNN-based 
approach to identify the license plates by using a new output 
function that allows to calculate the location of the detected 
plate by adopting the combined results which obtain from 
the sparse of overlapping regions, and reduce the 
computation time [7]. The method uses a CNN with a single 
convolutional layer implemented in a sliding window 
fashion over small image sub-regions [8]. The CNN was 
trained to categorize characters as text/non-text, with the 
outputs unified and then examine based on the form of ratio 
and size.  

Character recognition uses Convolutional Neural 
Network trained in a large number of group data can 
improve success rate better than matching technique to 
recognize the character. Using CNN's nine-layer network, 
and the transportation vehicle dataset from multiple 
perspectives may become an outcome which is indicated 
that a nine-layer network can achieve the solution on vehicle 
identification. A deep learning framework such as caffe 
might improve the accuracy of vehicle identification about 
92.2% [9].  

III. RESEARCH METHOD  

This research apply the Neural Convolutional Network 
(CNN) algorithm. Convolutional Neural Network is the 
development of Multilayer Perceptron (MLP) which is 
designed to prepare two-dimensional data. CNN is the Deep 
Neural Network's type where data is distributed to the 
network that is two-dimensional data, so linear operations 
and weighting parameters on Convolutional Neural Network 
(CNN) is different. The operation of Neural Convolutional 
Network (CNN) linear is using convolution operations, 
while the weights no longer in one-dimension, but a four-
dimensional shape which convolution kernel collection.  

This research was conducted in three steps of the 
process that illustrates in Figure 1 such as pre-processing 
data, training / testing process, and interpretation results. 

A. Data pre-processing 

In data pre-processing, there are several step such as 
collecting data, labeling data, converting datasets to various 
type, and labeling map. The pre-processing process uses a 
mean-substraction process where the input patches (both are 
owned by the train and test sets) are zero centered by 
subtracting the mean computed on the entire training set. 
Given N training images, each denoted by ݔ	 ∈ 	ܴ×ఠ×, we 
can denote the mean-subtraction step as follows[10]: 

ݔ  = ݔ ොݔ ො , whereݔ	− = 	 ଵே	∑ ܺ.ேୀଵ  (1) 

  
The type of data is image data which is taken using a 

camera. The data taken is image data from the license plate. 
First, the data collection that use about 480 images from 
various types of license plate. After that, the images should 
be labeled in the process image labeling which is the initial 
stage where the input dataset is labeled or identifier (sign) 
for the purpose of storing image information then stored in 
an XML file with PASCAL VOC format. Then, the datasets 
will convert from XML to TFRecord which use as datasets 
training in tensorflow. 

 

 

B. Training Process 

The training stage is the main stage where neural 
networks are trained to learn patterns that are expected to 
produce identification of the object.. The result is expected 
high in accuracy. Tensorflow is the system that uses for 
training process. During the training process, tensorflow 
records that processing steps done after 25,000 steps. It is 
provide the information of loss which generated in each step 
and each step is completed with an average time is 1.5 
seconds step. 

In the first stage of convolution input is to read the 
value of the pixel's weight then multiply with the kernel 
value in a 3x3 matrix size and it shifts 1 column to the last 
of a 3x3 matrix to decide the maximum value.  

 

 
Fig. 1. Research Process 

1) Convolution layer 
Convolutional layers are layers that carry out the same 

convolution process as the convolution process in image 
processing algorithms. Where Ii is the input image and h is 
the kernel convolution, the output image for Io  convolution 
process can be written as follows [11]: 

,݉]ܫ  ݊] =   ,݅]݅ܫ ݆], ℎ[݉, ݊]ஶ
ୀିஶ

ஶ
ୀିஶ  (2) 
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with [m, n] is pixel value at coordinate (m, n). The process 
of training in CNN will learn h, as kernel, also known as 
convolutional layer parameters.  
 

2) Rectified Linear Unit 
The activation function preference in convolutional layer 

could offer high outcome for the networks. In this research, 
we use ReLU (Rectified Linear Unit) as activation function 
for all layers. 	݂(ݔ)	=	max(,ݔ	0)	 (3) 	  

Where x is the input neuron, 0 in the formula ReLu 
is a linear corrected unit, if the input is less than 0. So, if the 
input is greater than 0, the output is the same as the input. 
When it is get a positive input, the derivative is only 1, in 
other words, activation only thresholds the values.  

If the output produces a low level of accuracy, it 
will be going to re-training process. if the output produces 
high accuracy, it will continue to the next step that is testing 
data in the program. This training uses a small amount of 
data than before. After that, the testing process is beginning 
as convolution step and ending with the predicted output 
class with a picture of the detection of the vehicle license 
plates. 
 

3) Pooling layers 
The aim of the pooling layers is to reduce feature maps' 

resolution. Max pooling is intended to teach convolutional 
neural networks to recognize all the different image poses. 
To be able to do this, the network requires a property known 
as spatial variance. This property can make the network 
have the ability to recognize objects in the image so there is 
no need to recognize differences in image texture, distance 
when the image is taken, angle, or otherwise. The objective 
of max pooling is allowing the convolutional neural network 
to discover the VLP images when presented with the image 
in any variety. The max pooling function: 

௬ߙ  = 	 ×ே௫	×ே	௫ߙ) ,݊)ݑ ݊))    (4) 
 
The window function u(a, b) is for the input patch, and 

calculate the maximum in the proximity.  
After completing the previous process, in this process it 

should have a pooled feature map with multi-dimensional 
tensor. Then the feature map is downsized to one-
dimensional tensor known as the flattening process. The 
goal is to make it easier to enter data on the artificial neural 
network. 

 
4) Output prediction class 
At this stage, an accuracy level is needed to recognize 

objects to be classes. This process will create a fully 
connected layer with weight (ߙ) and biases (ߚ) declarations 
as random normal distributions. The fully connection 
process works by using neurons in the fully-connected layer 
to detect some features on the object, then become a value. 
This value transforms into VLP classes to identify whether 
the object VLP or not. All inputs will use the standard 
operation: 

ݖ  = ݔߙ	 +  (5)      ߚ
 
The level of accuracy in determining the possibility of 

VLP classes is use the softwax function where converting 
K-dimensional vector x has original values to original 
values in the form of a vector with a range (0.1), sum is 1.  

(ߙ)݂  = 	 ഀ∑ ഀಿసభ     (6) 

 
The propose of softmax function in convolutional neural 

network to determine the probability degree of each classes. 
 
 

IV. RESULT AND DISCUSSION 

A. Architecture and Algorithm 

1) Convolutional Layer  

 

Fig. 2. Convolutional Layer 

Convolution is a way to combine two series of numbers 
that produce the third series of numbers. In this research, two 
numbers of numbers are in the input and kernel or filter 
while the series of numbers that all three are output. Inputs 
and kernels or filters both have a series of numbers in the 
form of a matrix. In series input the numbers are obtained 
based on the existing color level of each pixel while the 
kernel or the series number filter is adjusted by the 
researchers needs. There are several types of kernels or 
filters commonly used, such as identity operations, edge 
detection, sharpen, box blur, Gaussian blur and so forth. 

In Figure 2 on the input section, the image has a height of 
300 and a width of 300. In Figure 2 also has depth, the depth 
of 3 corresponds to the basic color channel is red, green and 
blue. The convolution layer is established by running a filter 
on it. Filter is another block or cube with a smaller height 
and width but it has a similarity on the depth that is swept out 
on the base of the image or the original image. Filters are 
used to determine what patterns will be detected which are 
subsequently converted or multiplied by the values in the 
input matrix, the values in each column and the row in the 
matrix depend heavily on the type of pattern to be detected. 

To be able to better understand the workings of the 
convolution process, the researcher will use the sample of 
numbers on the input due to the limitations of writing with 
the size 300x300 then the researcher uses the sample series 
of numbers on input with size 6x6 and use kernel or filter for 
vertical edge detection operation with size 3x3. 
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Fig. 3. Convolutional Layer 

Calculations on the convolution process with 3x3 filter 
size is started from the top left corner and then sliding 
window to the bottom left corner. The filter used by the 
researcher in Figure 3 is no more than a set of weights, ie 
3x3x3 = 9 + 1 bias = 10 weights. In each position, the 
number of calculated pixels uses the formula and then the 
new value is obtained. A single filter will generate a 4x4x1 
size volume as shown in Figure 2. 

The image size generated from the convolution process 
progressively shrinks sequentially or continuously, it is not 
so good because its size will be very small. In addition, it 
will limit the use of large size filters as it will result in faster 
size reductions. To prevent this problem, researchers 
generally only use step 1.  

2) Activation Layer 

This stage is a value calculation with Activation Function 
used to find non-linear value at convolution value. The 
Activation Function uses ReLU to identification of VLP. 
ReLu formula used is with an input neuron or node. The 
number 0 in the ReLU formula is the linear unit that is 
corrected if the input is less than 0. That is, if the input is 
greater than 0, the output is equal to the input. To better 
understand ReLU can be illustrated with the picture below: 

 

Fig. 4. Activation Layer 

The first kernel (3 x 1) + (1 x 1) + (0 x 5) + (8 x (-1)) + (2 
x 1) + (7 x 0) + (2 x (-1)) = -5, in the second kernel (3 x 0) + 
(1 x 0) + (5 x 1) + (2 x 0) + (2 x 0) = 5 and on the third 
kernel (3 x 0) + (0 x (-1)) + (1 x 0) + (1 x (-1)) + (5 x 5) + (8 
x (-1)) + (2 x 0) + (7 x (-1)) + (2 x 0) = 9. Since the value the 
highest obtained using the three kernels, then used is the 
number 9 on the next output, as well as with other columns 
and rows. 

3) Pooling Layer  

 

Fig. 5. Pooling Layer 

Pooling layer in Figure 4 is a pooling layer using Max 
Pooling method. Pooling layer itself is useful for reducing 
image size. As seen in figure, there is a layer with size 6 × 6, 
if the researcher uses 3x3 filter with stride 1 then obtained 
the result of Max pooling with size 4x4. 

4) Fully Connected Layer  

 

Fig. 6. Fully Connected Layer  

In the last process of convolution layer and pooling layer, 
the network uses a fully connected layer where each pixel is 
considered as an individual neuron and identical with a 
regular neural network. The last fully connected layer will 
have contents as many neurons as the number of classes to 
predict. In this fully connected layer process the unification 
of each pixel is considered a Vehicle Number plates which 
will then become an output consisting of one class label that 
is a VLP so that the last connected layer has only 1 neuron. 

5) Classification 

This stage is a classification step on any part of any pixel 
that has a VLP Mark pattern. In this study researchers not 
only use images on streaming media consisting of 1 piece of 
VLP Marks or in other words the researchers used the image 
on the vehicle that lined up so much that there is a 
classification process to determine whether the image is a 
VLP Mark or not. 

6) Detection Output 

Detection Output is the end result of the VLP detection. 
In accordance with the output design, researchers get 
detection output with a description on the green box line and 
description of the image label with a level of accuracy 
between 1-99% 
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B. Results  

The test results of a model that has been in training will 
be ready to be used to detect the presence of Vehicle License 
Plate (VLP) on an image frame with the green box marked 
with the following percentage of accuracy. The following is 
the result of VLP detection using webcam: 

 

Fig. 7. Result of webcam detection 

Based on Figure 7, the results of 99% on the first Vehicle 
License Plate and 96% on the second Vehicle License Plates. 
The following is the result of Vehicle License Plates 
Identification using video:  

 

Fig. 8. Result of real-time video detection  

Based on Figure 8 a 98% yield is obtained on the first 
Sign of Vehicle Number and 97% on the second Vehicle 
Number Sign. The result of detection of vehicle number 
marks on webcam or video produces high accuracy value. 

V. CONCLUSION 

 In this paper, we propose the vehicle license plates 
detection by using the convolutional neural network with 
tensorflow. Our model working properly captures VLP with 
webcam and video in very high accuracy, around 96%-98%. 
Network architecture used to detect VLP in the real-time 
video is divided into several layers of the input layer, 
convolution layer, layer activation, layer pooling, and fully 
connected layer. In tensorflow, by using 25,000 steps and 8 
batches on the training process, will produce a model of 
VLP detection training in high accuracy. A large number of 
data sets and the various viewpoints in the image in the 
training process have an effect on the speed and accuracy of 
the model results. 
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